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1 Introduction

Should policymakers be concerned about asset price booms, and should they act preemp-

tively before they burst? Historically the dominant paradigm among policymakers has

relied on the idea that financial crises are “bolts from the sky,” triggered by unpredictable

and large negative shocks. Because private agents implicitly understand the riskiness

of the activities they engage in, rapid growth in asset prices can only be supported by

sound fundamentals and is not a cause for concern per se.1 This contrasts sharply with

the alternative, behavioral view of financial bubbles and crises that has been revived after

the great financial crisis. Following in the footsteps of Minsky (1977) and Kindleberger

(1978), researchers showed that factors such as credit growth and asset price booms suc-

cessfully predict financial crises (Jordà, Schularick, and Taylor 2015). At the same time,

survey data supports the idea that investors’ beliefs are inconsistent with the Rational

Expectations hypothesis, generally pointing towards the importance of extrapolation in

financial markets (Gennaioli and Shleifer 2018).2 In response, economists have developed

a number of behavioral models of financial instability.3 Still, how policymakers should

adapt their toolbox when financial instability is driven by systematic behavioral biases is

largely an open question.

I tackle this question by constructing a model of financial crises in which agents dis-

play arbitrary deviations from rationality, and analyze optimal policy from the perspec-

tive of a social planner who recognizes that agents may have behavioral biases. I use

this model to clarify three key normative questions surrounding the policy debate. First,

which features of behavioral biases matter for welfare and should therefore be a concern

for financial stability? Second, is there still room for intervention when the social plan-

ner and the market share the same beliefs, or when agents are sophisticated? And third,

how should regulators incorporate incomplete information about behavioral biases when

1This view has been articulated by, e.g. Gorton (2012) or Geithner (2014).
2Specifically, forecast errors made by market participants are reliably predictable ex ante, using for example
forecast revisions as pioneered by Coibion and Gorodnichenko (2012).

3See Bordalo, Gennaioli, and Shleifer (2018), Greenwood, Hanson, and Jin (2019), Maxted (2020) and Kr-
ishnamurthy and Li (2020). These models are able to match moments that are inconsistent with rational
frameworks, such as low credit spreads during the the run-up to financial crises.
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contemplating early action?

I first show that welfare losses are driven by three key features of behavioral biases: (i)

irrational optimism in booms if financial frictions might bind later on; (ii) future irrational

pessimism during financial crises; and (iii) how equilibrium prices impact biases. I show

how regulators can use leverage, investment, and price regulation (such as monetary

policy) to improve welfare, and highlights which welfare effects are robust to the degree

of sophistication of private agents and thus survive even if the planner shares the same

beliefs as the market. Finally, I show that greater uncertainty about the precise extent of

behavioral biases in financial markets increases the incentives for the planner to act early.

I present the model in Section 2. It features three periods and two types of agents:

financial intermediaries and households. Financial intermediaries borrow by issuing de-

posits to households, and can invest in the creation of risky assets which can be thought

of, e.g. as real estate or mortgage loans. At the heart of the model lies a financial friction:

in the intermediate period, borrowing by intermediaries needs to be secured by posting

these risky assets as collateral. The amount of borrowing available depends on the quan-

tity of collateral available, and on the expectation of its future payoff. Such a friction,

while keeping the economy away from the first-best, does not create any externality in a

rational benchmark, and thus does not leave any room for policy.

The central element of the model is a general class of deviations from rationality in the

formation of agents’ expectations, which applies in all periods. I introduce a behavioral

bias that shifts agents’ perceived distribution of future dividends. The behavioral bias

is allowed to depend on both fundamentals and asset prices. It is general enough to

represent many psychological phenomena, while keeping the welfare analysis tractable.

Crucially, being over-optimistic in booms regarding the prospects of the collateral asset

is by implication being over-optimistic regarding the capacity of the financial sector to

refinance itself. Behavioral biases in the asset market thus spread over the entire economy

and distort all allocations. In order to study the robustness of my results, I allow agents

to be potentially sophisticated: a parameter controls by how much agents realize that the

market’s future expectations will be biased.
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I present the welfare analysis in Section 3, where a paternalistic social planner evalu-

ates welfare using his own (rational) expectations. I start by fleshing out how behavioral

factors and financial frictions interact to create uninternalized welfare effects. This analy-

sis clarifies that irrational over-optimism in booms creates first-order welfare losses only

when there is a chance that financial frictions bind in the future. Furthermore, it highlights

how the predictable components of future behavioral biases formed inside a financial cri-

sis also create losses and should be monitored when agents are not fully sophisticated.

Indeed, if private agents tend to be over-pessimistic during financial crises, but neglect

this future bias, they over-borrow in good times. If the social planner anticipates that fu-

ture behavioral biases will be on the side of over-pessimism during an eventual financial

crisis, there is a wedge between private expectations and those of the social planner. Here

again, the interaction with financial frictions is crucial. Expected losses are greater when

over-pessimism coincides with deeper financial crises: behavioral biases are tightening

an already tight collateral constraint.

The welfare decomposition delivers a second key insight: precisely distinguishing be-

tween the drivers of these behavioral biases matters. When behavioral biases depend

on current and past asset prices, new externalities arise. By borrowing and investing,

agents influence the realization of current and future equilibrium prices, which can in

turn alter the magnitude of behavioral biases. These effects, only present in the case of

endogenous sentiment, are akin to pecuniary externalities but work through beliefs. For

example, short-term borrowing lowers agents’ net worth in a future crisis, which has a

negative effect on future equilibrium prices. With endogenous sentiment such as price or

return extrapolation, this fall in asset prices can trigger irrational pessimism, which tight-

ens collateral constraints and deepens financial crises. Belief amplification thus creates an

externality that calls for reducing leverage ex-ante: by increasing the net worth of inter-

mediaries in a crisis, this policy supports asset prices, which in itself supports sentiment

and thus relaxes the future collateral constraint.

I also uncover a novel effect, termed a reversal externality, that works through prices

during the boom. When agents invest in risky assets in good times they bid up their
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prices. This can feed pessimism tomorrow by impacting the magnitude of behavioral

biases in the future. For instance, if agents are simply extrapolating price changes, a high

price in the past is a force that pushes agents towards irrational pessimism later. Hence

an increase in prices today will cause a reversal tomorrow, which will tighten collateral

constraints and prevent all intermediaries from rolling over their debt in a crisis.

Notably, these externalities can still be present even when private agents are fully so-

phisticated and the planner shares the same beliefs as the market. Even though financial

intermediaries can be fully aware that the market will be irrationally panicking in a fu-

ture financial crisis, their decisions are still privately optimal. Atomistic intermediaries

cannot coordinate to collectively reduce their leverage or decrease asset prices in order to

alleviate the effects of future pessimism. Only an intervention from the planner can solve

these externalities, showing that naı̈vety or belief differences between policymakers and

market participants are not key for these results.

How can one interpret these results of the model in terms of real-world policy? The

tax on short-term borrowing can naturally be interpreted as capital structure regulation.

If behavioral biases fluctuate along the business cycle, the optimal level of these restric-

tions is time-varying. My model thus calls for the use of counter-cyclical capital buffers.4

It shows that the time-variation should not only track the contemporaneous extent of

over-optimism in financial markets, but should also consider how it will influence the

future realizations of behavioral biases in eventual financial crises, as well as the expected

impact of future prices on future biases. Similarly, to regulate the quantity of investment,

regulators can rely on the implementation of Loan-to-Value (LTV) ratios. The optimal LTV

limit should also be time-varying, and should closely track the same behavioral biases as

do the counter-cyclical capital buffers. The presence of the reversal externality however

calls for the use of a third instrment in order to control prices. I show that monetary policy

can be used as a complementary tool: even when counter-cyclical capital buffers and LTV

ratios can be flexibly adapted, an increase in the interest rate can be beneficial. By low-

ering contemporaneous asset prices, monetary policy influences the future equilibrium

4Counter-cyclical capital buffers are at the center of the Basel III regulatory framework. My model shows
how to optimally vary the levels of buffers when sentiment is fluctuating.
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determination when sentiment is endogenous. The future price crash inside a financial

crisis will be less severe, mitigating the reversal externality and relaxing collateral con-

straints. Such action does not require any information about biases in the boom phase,

and is robust to the level of sophistication of agents. My model thus suggests that the

concern for the central bank should not only be placed on whether prices are rational, but

also on whether price booms will trigger further rounds of price extrapolation later on.5

It is however undeniable that identifying a bubble, or anticipating future pessimism,

is intrinsically difficult since corresponding fundamentals are not observable. Indeed, the

challenge for financial authorities of detecting contemporaneous irrationality in finan-

cial markets is a recurring argument from the advocates of the “wait-and-see” approach

(Bernanke 2002). I acknowledge this issue but show that the intuition goes in the oppo-

site direction. In Section 5, I allow the social planner to have an imprecise estimate of

behavioral biases. The key result is that the strength of the desired ex-ante intervention

on leverage is actually increasing in uncertainty. The more uncertainty there is about irra-

tionality today, the more important it is to tighten leverage restrictions today. Intuitively,

this is because sentiment interacts with financial frictions to create strong non-linearities:

the costs of having intervened when it turns out that the price boom was entirely justified

by sound fundamentals are dwarfed by the benefits of mitigating a possible sentiment-

driven financial crisis. Similarly, I show that this intuition also goes through regarding

price regulation in order to counter the reversal externality. Imagine that the regulator

fears that high prices today could translate into over-pessimism in a future crisis, but is

unsure of the strength of this mechanism. In that situation, the more uncertainty there is

around this extrapolation force, the more the regulator wants to force lower prices in the

boom.6

5An interesting example is the housing boom of the 2000s: while initial price increases in 2001-2003 may
have been supported by fundamentals and low interest rates, it might have been the trigger for further
irrational extrapolation down the road, resulting in adverse welfare consequences. If that is the case, my
model suggests that an interest rate hike is warranted.

6Investment regulation, however, must be relaxed in the face of uncertainty, in order to encourage shifting
resources to the crisis state.
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Relation to the Literature: This paper is primarily motivated by the recent empirical ev-

idence on credit cycles that revived the Minsky (1977) and Kindleberger (1978) narratives.

This line of research started with Borio and Lowe (2002) showing that asset price growth

and credit growth predict banking crises, stimulating research on the predictabililty of

financial crises. Schularick and Taylor (2012) demonstrate that credit expansions fore-

cast real activity slowdowns. Jordà et al. (2015) and Greenwood, Hanson, Shleifer, and

Sørensen (2022) show that combining credit growth measures with asset price growth

substantially increases the out-of-sample predictive power on a subsequent financial cri-

sis. In a recent survey, Sufi and Taylor (2021) argue that “all told, the emerging histor-

ical evidence supports the existence of systematic behavioral biases in explaining credit

cycles.” Direct evidence of such biases comes from survey data: Bordalo et al. (2018)

document the predictability of forecast errors regarding the Baa bond – Treasury credit

spread.

My paper integrates these lessons into the literature on normative macro-finance. My

framework follows from earlier work characterizing generic inefficiencies created by in-

complete markets (Geanakoplos and Polemarchakis 1985 ; Greenwald and Stiglitz 1986).

In my model, the amount of borrowing is limited by the expectation of the asset’s future

payoffs, a friction similar to Kiyotaki and Moore (1997). By contrast, most of the recent

normative literature (as in Mendoza 2010, Bianchi 2011 and Jeanne and Korinek 2019)

uses a collateral constraint that features instead the current price of the asset. This cre-

ates a pecuniary externality, since agents do not internalize how their ex-ante leverage

decisions impact market prices tomorrow, and hence the aggregate borrowing capacity of

the financial sector in the future. Dávila and Korinek (2018) offer a sharp analysis of this

market failure.

There is also a vast literature showing that adaptive learning improve the fit of busi-

ness cycles models to the data (see Gaspar, Smets, and Vestin (2010) for a survey), but

such models usually deliver under-reaction. A notable exception is the work of Adam

and Marcet (2011) and Adam, Marcet, and Beutel (2017), where subjective price dynamics

lead to boom-bust dynamics in asset prices. Using this mechanism, Winkler (2020) builds
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a model where firms face financial constraints (leading to an amplification mechanism

similar to the one in my paper) but does not study financial crises or optimal macropru-

dential and monetary policies. Caines and Winkler (2021) and Adam, Pfäuti, and Reinelt

(2022) study monetary policy in the presence of subjective asset price dynamics also using

learning models in standard New-Keynesian setups.

I end this section by focusing on the most closely related papers. First, Farhi and Wern-

ing (2020) analyze an environment with aggregate demand – rather than pecuniary – ex-

ternalities, where agents extrapolate returns. Second, Dávila and Walther (2021) study an

environment without financial frictions with general belief distortions during the boom,

and characterize optimal leverage and monetary policies.7 Third, Caballero and Simsek

(2020) study monetary policy when macroprudential policy is constrained, and agents

have heterogenous beliefs.8 I build on the results of these three papers, and also comple-

ment them by showing how: (i) behavioral biases create powerful welfare effects even in

a model without a market failure in its rational benchmark ; (ii) different types of biases

lead to different forms of optimal intervention ; (iii) the eventual presence of pessimism

in crisis is key ; (iv) the externalities created by biases are robust to the degree of sophis-

tication of agents ; and importantly (v) uncertainty about the precise extent of biases in

financial markets reinforce the motives for preventive intervention.

7I also contribute to this line of research by providing an alternative way of modeling general belief distor-
tions. My proposal is simpler to use, especially for the welfare analysis, but at the cost of not being able to
replicate the arbitrary distortions on the entire probability distribution used in Dávila and Walther (2021).
For instance, Dávila and Walther (2021) can investigate how policy depends on whether agents are opti-
mistic regarding left-tail or right-tail outcomes, a case my modeling choice cannot nest. However, it proves
particularly convenient when I study the empirically relevant case where the social planner is uncertain
about the precise extent of irrationality in financial markets.

8The proposal to use interest rate hikes to act early has been central to the policy debate on asset bubbles,
even though it has often been resisted by policy makers (Greenspan 2002; Bernanke 2002). Bernanke and
Gertler (2000) show in a conventional model that asset prices are relevant to monetary policy only to the
extent that they may signal inflationary pressures. Woodford (2012) complements this analysis by demon-
strating that if the probability of a financial crisis increases with the output gap, it may be necessary to
conduct tighter policy. Gourio, Kashyap, and Sim (2018) study this problem quantitatively when the prob-
ability depends on the amount of inefficient credit. Barlevy (2022) shows that this may backfire if the boom
is driven by a “speculation shock.”
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2 Model

This section presents the framework that will serve as the basis for the subsequent welfare

analysis. The model is stylized in the tradition of the over-borrowing literature (Loren-

zoni 2008), and financial intermediaries play a crucial role (He and Krishnamurthy 2013).

To isolate the effects of behavioral biases, it features a borrowing constraint that does not

create externalities in a rational equilibrium.9

2.1 Setup

Time is discrete, with three periods t ∈ {1, 2, 3}. There are two types of agents: financial

intermediaries (or banks) and households. Both types are present in measure 1. There

is a single good used both for consumption and for investment in the creation of a risky

asset. The risky asset can only be held by financial intermediaries, and pays a stochastic

dividend at times t = 2 and t = 3. The asset is also used as a collateral by financial

intermediaries to issue deposits in period t = 2, and this constraint depends on the ex-

pectation of the future payoff of the asset. I define a “financial crisis” as a moment when

the borrowing constraint of financial intermediaries binds at time t = 2.

Preferences: Bankers have log-utility in period t = 1 and t = 2, and linear utility in the

last period:10

Ub = E1

[
ln(c1) + β ln(c2) + β2c3

]
(1)

where ct is the consumption of bankers at t, and β is the standard time discount factor.

For simplicity, households (lenders) have linear utility throughout the three periods:

Uh = E1

[
ch

1 + βch
2 + β2ch

3

]
. (2)

9All my results go through with the same intuition when I perform the same analysis with a price-dependent
collateral constraint that creates standard pecuniary externalities. See Online Appendix C and the discus-
sion below.

10This functional form is adopted for simplicity. It allows for tractability in the equilibrium expressions
during a financial crisis. Online Appendix H presents the analysis without linear utility in the ultimate
period and with a general IES throughout. The results of the analysis and the intuitions are entirely similar,
at the cost of unnecessary complexity.
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Financial Assets: There are two financial assets in the economy: deposits and the risky

asset. Financial intermediaries issue deposits dt ≥ 0 to households at time t, to finance

their consumption and their investment in the risky asset. The price of the risky asset at

time t is denoted by qt. At time t = 1, financial intermediaries can create H units of the

asset by paying a convex cost c(H).11 The equilibrium price of the risky asset at t = 1, by

no-arbitrage, is thus q1 = c′(H). This asset pays stochastic dividends z2 and z3 in future

periods, drawn from independent cumulative probability distributions F2 and F3, with

support on R∗
+. Only intermediaries have the expertise required to hold risky assets.12

Financial Friction: At time t = 2, financial intermediaries face a collateral constraint:

the amount they can borrow by issuing deposits must be secured by the risky asset, and

is thus limited by the expectation of its future payoff. The collateral constraint takes the

specific form:

d2 ≤ ϕHE2[z3] (3)

where the parameter ϕ depends on the legal environment. The lower ϕ is, the less the

bank is able to issue deposits to households in the intermediate period.

Here and in what follows, the expectation operator Et must not be interpreted as en

objective (rational) expectation, but rather as agent’s own subjective expectations. I spec-

ify belief distortions after laying out the rest of the model, in Section 2.2, but equation (3)

makes clear that beliefs will alter the refinancing capacity of the financial sector.

I make one parametric assumption that guarantees that the equilibrium is not trivial.

Assumption 1. The financial friction parameter is small enough such that the collateral con-

11Each intermediary has an indivisible real option to do business. Hence even faced with convex costs, an
intermediary cannot multiply to operate at the infinitesimal scale.

12Assets thus never change hands in equilibrium. Although a rather stark assumption, it is consistent with
He, Khang, and Krishnamurthy (2010), documenting that toxic MBS were always on the balance sheet of
financial intermediaries during the 2008 financial crisis. Haddad and Muir (2021) provide further evidence
suggesting that intermediaries are responsible for a large fraction of risk premium variation in various asset
classes. This also allows me to sidestep “distributive” externalities (Dávila and Korinek 2018) that can lead
to under- as well as over-borrowing in the rational benchmark.
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straint is not always slack, and hence that financial crises are non-zero probability events:

ϕ < β. (4)

Constraints: Financial intermediaries’ constraints are then as follows:

c1 + c(H) + q1h1 ≤ e1 + d1 + q1H (5)

c2 + d1(1 + r1) + q2h2 ≤ d2 + (z2 + q2)h1 (6)

c3 + d2(1 + r2) ≤ z3h2 (7)

d2 ≤ ϕh2E2[z3] (8)

where H is the quantity of the asset created at t = 1, h1 is the quantity intermediaries

keep on their balance sheet at the end of period t = 1, and h2 is the quantity of the

risky asset held by financial intermediaries at time t = 2. In equilibrium, h1 = h2 = H

since households cannot hold the asset, and all intermediaries are identical. Financial

intermediaries have an endowment e1 in the initial period.

In order for financial intermediaries to always be able to repay their debt, I make the

following parametric assumption, assumed to hold throughout the analysis.

Assumption 2. The financial friction parameter is small enough such that:

ϕE2[z3] < min z3. (9)

Throughout the paper, I make use of the marginal utility of consumption of financial

intermediaries, λt = 1/ct in period 1 and 2, while λ3 = 1 in the last period because of

linear utility. A key object of interest, as in most models with financial frictions, is the net

worth n2 of financial intermediaries at t = 2, defined as:

n2 = z2H − d1(1 + r1). (10)
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Finally, the budget constraints of intermediaries are simply given by:

ch
1 − d1 ≤ eh

1 (11)

ch
2 − d2 ≤ eh

2 + d1(1 + r1) (12)

ch
3 ≤ eh

3 + d2(1 + r2) (13)

(14)

with the usual non-negativity constraints:

ch
t ≥ 0 and ch

t ≥ 0, for t ∈ {1, 2, 3}. (15)

We assume that households endowments eh
t are large enough to guarantee positive con-

sumption in every period.

Interpretation of the Environment: Financial intermediaries should be interpreted as

levered financial institutions that are using short-term debt: commercial and investment

banks, insurance companies, hedge funds, brokers, etc.

The risky asset is used as collateral for short-term debt by financial intermediaries. A

favored interpretation is that H represents Mortgage-Backed Securities (MBS), complex

products widely used in repo markets. In this case, the costs c(H) can be interpreted

as securitization costs (e.g. search costs, legal fees, or the wages of structured traders).13

When concerns about the future value of these assets arise, collateral values fall, forcing

the banking system to cut back on other activities in order to roll-over its short-term debt.

The model thus seeks to capture a typical ”run on repo” as the panic of 2007-2008 (Gorton

and Metrick 2012). In the baseline model, banks against their collateral constraints can

only reduce their consumption. In Online Appendix B I extend the model to allow for

real production: intermediaries lend money to firms subject to pay a wage-in-advance

constraint. Naturally, banks against their collateral constraint also have to reduce their

13Alternatively, one can picture intermediaries as firm/bank coalitions, where H represent C&I loans or
projects funded by the intermediaries. H may also represent real estate held by the financial sector: the
dividends are then simply rents coming from these operations.
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lending activity to the real sector, which creates a real recession. The welfare results are

identical in this case, only more involved, which is why I focus on the simpler case. But a

“financial crisis” is meant to capture moments where intermediaries are under stress and

cannot fulfill their role.

Remark 1 (Microfoundations of the Collateral Constraint). The specification of the collateral

constraint in equation (3) can be obtained from the following microfoundations:

i) Financial intermediaries lack commitment to repay in the final period ;

ii) Financial intermediaries must take the decision of whether to default before observ-

ing the realization of z3 ;

iii) In the event of default, lenders can seize a fraction ϕ of the asset held by intermedi-

aries.

These frictions lead lenders to only be willing to lend up to a fraction of the average fu-

ture payoffs of the risky asset.14 While also realistic, this form of the collateral constraint

allows me to fully isolate the effects of behavioral biases on welfare. Despite the pres-

ence of financial frictions, the equilibrium is constrained-efficient when expectations are

rational.

A large part of the normative macro-finance literature, for this reason, uses an alter-

native formulation for financial frictions to obtain pecuniary externalities. Dávila and

Korinek (2018) show that a collateral externality arises when the collateral constraint de-

pends on the current price of the asset, as in:

d2 ≤ ϕHq2. (16)

This type of collateral constraint is used for example by Farhi and Werning (2016), Bianchi

and Mendoza (2018), and Jeanne and Korinek (2019). It can be microfounded by assum-

ing that avoiding repayment requires diverting resources in the current period, and this is
14The model could perfectly be written with a collateral constraint of the form d2 < ϕH min z3. This would

relax the second assumption made for the micro-foundations: borrowers could default after observing the
realization of z3. My conclusions would be unchanged because the behavioral bias in my model shifts
min z3 exactly as it shifts E2[z3]. I keep the E2[z3] formulation as expressions are cleaner this way.
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perfectly observed by lenders. Ottonello, Perez, and Varraso (2022) show that the quanti-

tative predictions of both types of constraint are similar. Without taking a stance on which

one is more realistic, I focus on the future payoff constraint in equation (8) since it cleanly

isolates the effects of behavioral biases, and show in Online Appendix C the robustness

of the results to this alternative formulation.15

2.2 Beliefs

Households and Intermediaries have homogenous beliefs. I allow for a class of devia-

tions from rationality that strikes a balance between generality and tractability, as well as

providing several different insights.

Recall that dividends are drawn from (objective) independent cumulative probability

distributions: z2 ∼ F2(z) and z3 ∼ F3(z), with support on R∗
+. At time t, the subjective

expectations of agents regarding period-t + 1 dividends are encoded in a scalar Ωt+1.

Definition 1 (Behavioral Bias in Expectations). A behavioral bias at time t is a function Ωt+1

that can depend on fundamental or prices:

Ωt+1 : It = {zt−i, qt−i}i≥0 → R (17)

At time t, agents believe that dividends paid in the next period are drawn from the cumulative

distribution Ft+1(z − Ωt+1(It)). They thus believe that the dividend paid in each state of the

world will be zt+1 + Ωt+1(It) rather than zt+1.

In other words, the behavioral bias Ωt+1 is a location shifter on expected dividends.

In that respect, Ωt+1 exactly represents the predictable component at t of forecast errors

realized at t + 1.16 A positive bias Ωt+1 means that agents are over-optimistic at time t

regarding the prospects of dividends in the future. In this case, sentiment will be said

to be high, or equivalently that markets are displaying “irrational exuberance” (Shiller

15Results are also similar if intermediaries are subject to a constraint in the initial period.
16See Cieslak (2018), Bordalo et al. (2018), or Ma, Ropele, Sraer, and Thesmar (2020) for empirical evidence on

this predictability.
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2015). A negative bias Ωt+1 means that agents are over-pessimistic at t. In this case,

sentiment will be said to be low, or equivalently that markets are displaying “irrational

distress” (Fisher 1932).

The generality of the approach comes from allowing the Ω biases to depend on several

variables (zt−i or qt−i). This approach is particularly flexible for the subsequent welfare

analysis, since it summarizes all possible distortions in a single quantity. The functional

dependence on It is, however, assumed to be independent of policy.17 Throughout the

paper the biases Ω are kept general, highlighting the properties of sentiment that matter

for welfare. It will be useful to flesh out specific examples to build intuition, however. I

will focus on two functional forms that are common in the behavioral finance literature,

and have been used to explain the credit cycle facts I reviewed in the introduction.18

Fundamental Extrapolation: This case captures models where investors extrapolate fun-

damentals, which here are {zt}. Several influential papers use this class of models to ex-

plain a wide range of facts about asset prices, starting with Barberis, Shleifer, and Vishny

(1998). This extrapolation can come from a variety of psychologically founded biases.19 I

model fundamental extrapolation in reduced-form as:

Ωt+1 = αz(zt − zt−1) (18)

where αz is a positive number. Because there is no fundamental realization at t = 1 or

before, I assume that there are hypothetic values z1 and z0 driving initial sentiment. The

bias at t = 1 about next period’s payoff will thus be Ω2 = αz(z1 − z0), while the bias in

the intermediate period will be given by Ω3 = αz(z2 − z1). A boom-bust cycle in the spirit

17I could also allow Ω to depend on other equilibrium variables, like debt or investment. This does not bring
additional insight. The case where biases depend on policy could yield further insight and is left for future
research.

18A particularly clear survey of this literature can be found in Barberis (2018). While the core of the paper
focuses on these two cases, other behavioral models are nested by the Ω-formulation, such as sticky beliefs.
I present and discuss several cases in Online Appendix F.

19Constraints on memory and cognition can make it difficult for agents to work with complicated models, as
in Fuster, Hebert, and Laibson (2012), leading agents to excessively use recent data points. Bordalo et al.
(2018) link extrapolative beliefs about fundamentals to the representativeness heuristic of Kahneman and
Tversky (1972). In Rabin and Vayanos (2010), extrapolative beliefs stem from believing in the law of small
numbers.
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of Gennaioli and Shleifer (2018) is thus represented by fundamental realizations z1 > z0

(good news at t = 1) followed by z2 < z1.

Price/Return Extrapolation: While price extrapolation is aimed at explaining the same

set of facts as fundamental extrapolation, it can have drastically different implications,

and in particular in terms of policy as this paper will show. Early examples include mod-

els by DeLong, Shleifer, Summers, and Waldmann (1990), Hong and Stein (1999) and

Barberis and Shleifer (2003).20 Close to this paper, Farhi and Werning (2020) use return

extrapolation in a model with aggregate demand externalities to study macroprudential

and monetary policy. In the present paper, price extrapolation is modeled in reduced-

form as:

Ωt+1 = αq(qt − qt−1) (19)

where, in period t = 1, we will postulate the existence of a hypothetic price q0 that pre-

vailed in the past and anchors agents’ expectations. Crucially, agents’ present and future

beliefs now move with policies that influence asset prices (a potential channel for mone-

tary policy, as studied in Section 4.3).21

Remark 2 (Agents’ Beliefs and Collateral Constraint). I assumed above that all agents (bor-

rowers and lenders) share the same behavioral biases Ω throughout the paper. In the

micro-foundations of the collateral constraint proposed above, households are lending up

to a limit where they think intermediaries would default. Hence, what matters in equa-

tion (3) are the beliefs of lenders, rather than borrowers. But since beliefs are homogenous,

20Recent research leverages the use of survey data to motivate price or return extrapolation: McCarthy and
Hillenbrand (2021) estimate that return extrapolation accounts for 23% of movements in the S&P500 index.
Price and return extrapolation have been used by Barberis, Greenwood, Jin, and Shleifer (2018) to present
a model of financial bubbles, while DeFusco, Nathanson, and Zwick (2017) apply it to the housing market.

21Notice that the bias in the baseline version of my model is always modeled as a shift in the subjective
distribution of dividends, not prices. This is a reduced-form assumption, and such a bias appears for example
when agents are learning from prices as in Chahrour and Gaballo (2021) or Bastianello and Fontanier (2022).
Subjective prices are then also distorted since agents form expectations in a consistent manner, see the
paragraph after equation (21). Online Appendix F.3 also discusses the case where the behavioral bias is
distorting expected prices, while expectations of fundamentals stay rational (as in, e.g. Adam and Marcet
2011). In that case, some externalities survive only when the collateral constraint depends on prices, rather
than expected payoffs.
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the tightness of the collateral constraint will nevertheless depend on E2[z3 + Ω3].22

2.3 Sophistication

Crucially for my results, agents are allowed to be biased in the initial period t = 1 as well

as in the intermediate (crisis) period t = 2. It thus begs the question of whether agents

realize that they, or the market, might be biased in the future. To flexibly show how my

results change with sophistication or naı̈vety, I introduce a second parameter that controls

the level of sophistication of agents, ζ:

Definition 2 (Sophistication Parametrization). The parameter ζ ∈ R captures the level of so-

phistication of agents. At time t = 1, agents have expectations regarding their future expectations

such that:

E1
[

E2[z3]
]
= E1[z3 + ζΩ3]. (20)

When ζ = 0, agents expect their future selves to have unbiased expectations regarding

future dividends (naı̈vety). When ζ = 1, agents understand that their future selves will

have expectations biased by Ω3.23 Agents are partially sophisticated when ζ ∈]0, 1[.

2.4 Equilibrium

Before formally defining the equilibrium concept used in the paper, it is informative to

understand in greater details how agents form expectations about future variables given

the specific form of biases I assumed in Definitions 1 and 2. One way to gain intuition is

to inspect the usual pricing equation of the risky asset at t:

qt = βEt

[
λt+1(zt+1 + Ωt+1, ζΩt+2)

λt

(
zt+1 + Ωt+1 + qt+1

(
zt+1 + Ωt+1, ζΩt+2

))]
(21)

22It would differ, however, in a model where the collateral constraint depends on the equilibrium price q2.
Since intermediaries are the marginal pricers of the asset, the beliefs of borrowers would determine the
tightness of the constraint in a crisis (see Simsek (2013) for an in-depth analysis). For simplicity beliefs are
assumed to be homogenous in my model.

23ζ thus measures the degree of inconsistency in the Law of Iterated Expectations. Implicitly, this formula-
tion assumes that sophisticated agents understand how Ω3 will be determined according to information
available at t = 2.
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where qt+1(zt+1 + Ωt+1, ζΩt+2) is the price that would prevail, at t + 1, in a environment

where the state of the world realizes at zt+1 + Ωt+1, and future agents will price the as-

set believing that at t + 2 it will pay zt+2 + ζΩt+2 rather than zt+2. Similarly, agents can

potentially realize that their marginal utility λt+1 will be determined by biased agents:

agents form marginal utility expectations taking into account that their future selves will

receive dividends zt+1 + Ωt+1. But they also realize that, if they are constrained next pe-

riod according to (3), their borrowing will be limited by Et+1[zt+2 + ζΩt+2]. For instance,

picture a fully sophisticated agent (ζ = 1) that is over-optimistic today (Ωt+1 > 0) but

realize that everyone will be over-pessimistic tomorrow (Ωt+2 < 0 some states of the

world). This agent think that the asset is going to pay more than in reality. But the agent

realize that his consumption will be more severely impacted in a crisis because of a tight

collateral constraint caused by excessive pessimism.24

Throughout the paper, I use a streamlined notation:

qt = βEt

[
λt+1

λt
(zt+1 + Ωt+1 + qt+1)

]
(22)

where the dependence of the stochastic discount factor λt+1/λt and of the price on the

behavioral biases are kept implicit, for conciseness. We now proceed to formally define

the equilibrium, and analyze it in more details in the rest of this section.

Definition 3 (Equilibrium Definition). Given the behavioral biases functions Ω2 and Ω3, a

sophistication parameter ζ, as well as initial values z0, z1, and q0, an equilibrium consists of

a real allocation {c1, c2(z2), c2(z2, z3), ch
1, ch

2(z2), ch
2(z2, z3), H}, prices {q1, q2(z2)}, and biases

{Ω2(I1), Ω3(I2(z2))}, such that: (i) markets clear; (ii) agents maximize (1) and (2) subject to

(5)-(8) and (11)-(13); and (iii) biases are consistent with definitions 1 and 2.

2.5 Equilibrium Analysis

I solve for the equilibrium by backward induction, starting from the intermediate period.

24Because what matters for agents is how tight the collateral constraint will be, and how the asset will be
priced, their sophistication ultimately needs to be about whether the market will be biased, rather than just
themselves.
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Households: Households are passive throughout the three periods, and they pin down

the rate of interest through their Euler equation:

β(1 + rt) = 1 (23)

Financial Intermediaries at t = 2: Entering period t = 2 with a stock H of collateral

assets, and debt d1 to repay, financial intermediaries must decide on their borrowing and

consumption levels. There are two separate cases.

No Crisis: When financial intermediaries are not constrained, their Euler equation simply

sets consumption such that:

λ2 =
1
c2

= E2[λ3] = 1 (24)

because of the linearity of utility in the last period. The consumption level is thus inde-

pendent of the price of the risky asset, and consequently of any behavioral bias. Finally

the price of the collateral asset is simply given by:

q2 = βE2[z3 + Ω3] (25)

Financial Crisis: When the collateral constraint is binding, the associated Lagrange mul-

tiplier on the constraint, κ2, is given by:

κ2 = λ2 − 1 > 0. (26)

This directly quantifies the severity of the crisis: it encodes how far we are from the un-

constrained equilibrium. The asset price comes from intermediaries’ maximization which

yields:

q2 = βc2E2[z3 + Ω3] + ϕ(1 − c2)E2[z3 + Ω3] (27)

where the last term is a collateral premium (holding marginally more of the asset is valuable

since it relaxes financial constraints). Consumption, on the other hand, is directly coming

from the budget constraint of financial intermediaries (6), since agents are against the
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collateral constraint:

c2 = z2H − d1(1 + r1) + ϕHE2[z3 + Ω3]. (28)

This last expression makes clear that, unlike in the unconstrained case, behavioral biases

have direct effects on real allocations in crises. Pessimism (Ω3 < 0) reduces the amount

households are willing to lend to financial intermediaries, leading to a one-for-one fall in

their consumption level c2. I distinguish the cases when Ω is exogenous or endogenous

to clarify their differences, which will be crucial for welfare.

Exogenous Bias: When Ω3 is exogenously set, the budget constraint equation is suffi-

cient to obtain the consumption level in a crisis (as in a rational benchmark). Sentiment

simply shifts consumption by a constant relative to the REE benchmark. It also has an

effect on asset prices through the stochastic discount factor, c2, and the expectation of fu-

ture dividends. But this drop in asset prices does not spill back to consumption. The left

panel of Figure 1 illustrates this equilibrium determination when Ω3 < 0 with the solid

line, while the rational case is depicted by the dotted line. Exogenous pessimism makes

the pricing condition steeper, but consumption is pinned down independently.

Endogenous Bias: When the behavioral bias Ω3 depends on equilibrium prices q2, how-

ever, the budget constraint is not enough anymore to determine the consumption level of

financial intermediaries in a crisis. The equilibrium now requires solving for a fixed-point

between the budget constraint and the pricing equation. This process is represented on

the right panel of Figure 1. It illustrates the presence of a new feature that I call belief

amplification.25 Intuitively, a fall in net worth causes a fall in current consumption. This

decreases the stochastic discount factor used by agents to price the risky asset, which

in itself creates endogenous pessimism. This leads the price of the asset to fall further,

which tightens the borrowing constraints of financial intermediaries by aggravating pes-

simism, and in turn creates a further fall in the price that leads to more pessimism. The

25In a setup where the collateral constraint depends on current prices q2, this belief amplification channel
compounds the traditional financial amplification mechanism. See Online Appendix C.
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arrow on Figure 1 illustrates the further contraction in consumption c2 due to this belief

amplification.26

Figure 1: Graphical Illustration of Equilibrium Determination with exogenous sentiment
at t = 2. The red line represents the budget constraint equation (28), and the blue line represents the
pricing equation (27). The dotted line represents the rational pricing equation. The left panel illustrates
how the equilibrium shifts after an exogenous shock to net worth n2 (dashed line to solid line) when agents
have an exogenous bias Ω3 < 0, and the blue dotted line depicts the case where Ω3 = 0. The right panel
illustrates the same experiment but with an endogenous Ω3(q2) = α(q2 − q1).

Financial Intermediaries at t = 1: The consumption Euler equation for financial inter-

mediaries in the initial period is simply given by:

1 = E1

[
λ2

λ1

]
(29)

since financial intermediaries and households have the same time-preference parameter

β. Collateral creation is driven by the pricing equation of intermediaries:

q1 = c′(H) = βE1

[
λ2

λ1
(z2 + Ω2 + q2)

]
. (30)

26As can be seen in Figure 1, the equilibrium is ensured to be unique in the exogenous sentiment case. This
is not immediate anymore for endogenous sentiment. Online Appendix G shows how linear forms of price
extrapolation also guarantee the uniqueness of a stable equilibrium. Complex non-linear forms of endoge-
nous sentiment can however lead to multiple equilibria. Since this is not the focus of this analysis, for the
rest of the paper I assume that belief distortions are not strong enough such that equilibrium uniqueness is
guaranteed.
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Because consumption inside a crisis, c2, depends directly on z2, agents with an opti-

mistic bias Ω2 > 0 expect their future consumption to be higher than in reality. Accord-

ingly, their Euler equation directly implies that an optimistic bias translates into over-

consumption at t = 1 relative to the rational benchmark, financed by borrowing (so a

higher d1). Similarly, the gap between expected consumption and the realized one is

driven, for the case of unsophisticated agents, by future sentiment, since an Ω3 < 0 at

t = 2 leads to a tighter collateral constraint.

3 Welfare Decomposition

The paternalistic social planner evaluates welfare with two key distinctions relative to

atomistic behavioral agents:

1. The social planner takes general equilibrium effects into account ;

2. The social planner uses its own expectations and knows that private agents are sub-

ject to a bias Ω2, and that they can be subject to a bias Ω3 in the future.

I adopt the notation ESP to denote expectations formed according to this process, and use

E for the expectations of private agents.27

3.1 Decomposition

One contribution of this paper is to precisely identify how behavioral biases impact wel-

fare. I present a general decomposition in the spirit of Dávila and Korinek (2018), that

fleshes out how a marginal increase in leverage or in investment leads to uninternal-

ized welfare consequences, and classify the different channels. A key advantage of this

approach is that the decomposition naturally determines which features of behavioral

biases matter for financial stability, and need to be quantified by the regulator.

27A non-paternalistic planner would have the same first-order conditions as private agents since there is no
pecuniary externality.
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I start by analyzing how changes in debt d1, investment H, and prices q1, each fixing

all others variables at t = 1, affect the welfare of individual agents.

Proposition 1 (Uninternalized Effects). The uninternalized first-order impact on welfare, when

infinitesimally varying one aggregate variable while keeping the others constant, are given by:

i) For short-term debt d1:

Wd =
(

E1[λ2]− ESP
1 [λ2]

)
︸ ︷︷ ︸

Bd

− ESP
1

[
κ2ϕH

dΩ3

dq2

dq2

dn2

]
︸ ︷︷ ︸

Cd

; (31)

ii) For investment in collateral assets H:

WH =
(

βESP
1 [λ2(z2 + q2)]− λ1q1

)
︸ ︷︷ ︸

BH

+ βESP
1

[
κ2ϕH

dΩ3

dq2

(
dq2

dn2
z2 +

dq2

dH

)]
︸ ︷︷ ︸

CH

;

(32)

iii) And for prices q1:

Wq = βESP
1

[
κ2ϕH

dΩ3

dq1

]
. (33)

Proof. All proofs are provided in Online Appendix A.

Two classes of effects appear in this Proposition, which I now explore in turns.

3.2 Behavioral Wedges

The first type of effects (the terms Bd and BH of equations 31 and 32) are behavioral wedges,

as in Farhi and Gabaix (2020). They quantify differences in beliefs between the planner and

the market. Take the behavioral wedge for leverage for instance. The strength of the

behavioral wedge is driven by the difference in the expected severity of crisis. Indeed,

because of the linearity of utility in the last period, the marginal utility of financial inter-

mediaries is constant outside of a crisis, while even when optimistic agents expect a crisis

they expect to withstand it with stronger capital buffers thanks to a payoff z2 + Ω2 on
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their holdings of risky assets, rather than just z2. Because of the strong non-linearity of

the model, the behavioral wedge is a complex object. Nonetheless, an infinitesimal per-

turbation around the REE is enlightening (assuming Ω2 and Ω3 are small state-by-state):

Proposition 2 (Behavioral Wedge Approximation). If Ω2 and Ω3 are small state-by-state, the

behavioral wedge for short-term debt, Bd, can be approximated by:28

Bd ≃ −Ω2HESP
1
[
λ2

21κ2>0
]︸ ︷︷ ︸

(i)

+ ϕH(1 − ζ)ESP
1
[
Ω3λ2

21κ2>0
]︸ ︷︷ ︸

(ii)

. (34)

The first term quantifies the welfare losses from contemporaneous irrationality at t = 1.

It is negative when Ω2 is positive, naturally implying that an additional unit of leverage

is costly when agents are over-optimistic. Importantly the bias is multiplied by a measure

of the expected severity of a future financial crisis, outlining that what affects welfare is

not simply deviations from rationality, but their interaction with financial frictions.

The second term quantifies welfare changes emanating from the predictable behavior

of future deviations from rationality, Ω3. Once again, predictable pessimism in the fu-

ture is not enough to generate first-order welfare losses: this term is non-zero only when

the product of sentiment with marginal utility in a crisis is non-zero. In other words, it is

the comovement of irrationality with the health of financial intermediaries that is a cause

of concern for the planner. An interesting case in point of equation (34) is that even if

Ω2 = 0, welfare losses are possible because of the predictable behavior of future irra-

tionality. Even if, on average, there is no deviation from rationality (i.e. ESP
1 [Ω3] = 0), the

possible covariance of Ω3 with the health of financial intermediaries, λ2, creates a welfare

loss from increasing leverage in period t = 1. This implies that is it not necessary for the

social planner to know the current state of irrational exuberance to be justified to act pre-

emptively: knowing that agents will be pessimistic in bad states of the world is enough.

This insight, however, heavily depends on the degree of sophistication of agents. In-

deed, equation (34) makes clear that the second part of this behavioral wedge disappears

when agents are sophisticated (ζ = 1): in this instance, agents realize that the crisis will

28The same first-order analysis for investment can be found in Online Appendix A.4.
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be worse because of over-pessimism in the future, and thus lower their leverage in the

initial period accordingly.

3.3 Externalities

The second class of effects are externalities that works through future beliefs and prices.

They are operative even though, as explained earlier, there is no externality in the ra-

tional benchmark. Even more surprisingly, they are effective even in the case of fully

sophisticated agents as can be seen from the absence of ζ in these expressions. Let us

examine in detail the terms composing this externality for leverage:

Cd = −ESP
1

[
κ2ϕH

dΩ3

dq2

dq2

dn2

]
. (35)

The first term is the Lagrange multiplier κ2, again indicating that welfare losses are present

only in the event of a binding financial friction at t = 2. The term ϕH then corresponds

to the fact that this externality operates at the level of the friction that limits borrowing at

t = 2. The derivative dq2/dn2 quantifies the change in asset prices implied by the change

in short-term debt at t = 1: taking on more leverage mechanically lowers net worth in

the future, which impacts equilibrium prices in the future (see Section 2). For now, all of

these terms also exist in a rational world. The bold term, however, is specific to behav-

ioral distortions and is thus zero in a rational counterfactual, making the expression zero

in total. The fraction dΩ3/dq2 measures how sentiment inside a financial crisis changes

when equilibrium prices change.

This externality can be intuitively described as follows. Agents fail to internalize that,

by increasing their leverage in good times, they lower asset prices tomorrow, which can

make everyone in the economy more pessimistic. This pessimism, in turn, tightens the

collateral constraint of financial intermediaries, preventing them to roll-over their debt as

desired, and aggravating the financial crisis.

For this externality to exist it is necessary for the belief derivative to be non-zero.

In other words, the collateral externality is operative if and only if behavioral biases at
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t = 2 are a direct function of equilibrium prices at t = 2. This means, for example,

that any fundamental-based behavioral bias as in equation (18) will not feature such a

market failure. In the natural benchmark of price extrapolation, as in equation (19), this

derivative is simply dΩ3/dq2 = αq > 0. This externality is then pushing the private

solution towards excessive borrowing.29

More surprisingly, the collateral externality for investment in Proposition 1 can in the

opposite direction as the leverage one. Agents are not taking into account how a supple-

mentary unit of collateral, by raising net worth next period, can support asset prices and

thus consequently reduce pessimism. In turn, this ameliorates the borrowing capacity

of the whole economy, thus improving welfare.30 Irrational exuberance thus helps over-

come the under-investment problem coming from financial frictions.31 In a model with a

collateral constraint directly featuring q2, the rational benchmark features such a positive

collateral externality. Irrational exuberance thus helps to alleviate this market failure. The

welfare impact of an additional unit of investment is however unambiguously negative

for large enough Ω2, since the behavioral wedge can be unboundedly negative.

The last part of Proposition 1 highlights another effect. In most models (rational mod-

els or models with exogenous sentiment) the two uninternalized effects for leverage and

investment are enough to characterize efficiency. Indeed, once allocations are fixed the

equilibrium level of prices has no effect on welfare. The problem is different, however,

in the presence of endogenous sentiment since a new state-variable enters the optimal

policy problem: the equilibrium level of asset prices today can enter the determination of

29Notice that when this externality exists because of endogenous sentiment, the price sensitivity dq2/dn2 that
enters this expression is also magnified by belief amplification. A change in net worth in period t = 2 impacts
equilibrium asset prices as:

dq2

dn2
=

(β − ϕ)E2[z3 + Ω3]

1 − (ϕ + (β − ϕ)(2c2 − n2))
dΩ3
dq2

. (36)

A positive change in net worth leads to a change in price through the stochastic discount factor c2, which it-
self can alleviate pessimism, supporting asset prices in a feedback loop. This makes the price more sensitive
to changes in net worth when dΩ3/dq2 > 0.

30In models where assets change hands in equilibrium, as in Lorenzoni (2008), the price of the asset is decreas-
ing in the aggregate quantity, since outside investors are usually assumed to have a concave production
function.

31This is reminiscent of Martin and Ventura (2016), where the presence of bubbles alleviates financing fric-
tions.
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future allocations, and thus the expected level of welfare:

Wq = βESP
1

[
κ2ϕH

dΩ3

dq1

]
. (37)

This effect works through the interaction of financial frictions, past asset prices, and sen-

timent in a crisis. The intuition for this term is as follows. When private agents push

up the price of the asset today, it might influence the formation of behavioral biases in

the future. This is represented by the term dΩ3/dq1. Typically, in our illustrative price

extrapolation case where Ω3 = α(q2 − q1), this derivative is equal to −α, a negative term.

This change in sentiment at time t = 2 impacts the collateral limit for short-term debt d2,

in proportion to ϕH, a positive quantity. It then impacts welfare if agents are against their

borrowing constraint, i.e. if κ2 > 0, since it directly alters the amount they can borrow.

Succinctly, when agents bid up prices, this can feed pessimism tomorrow by increasing

the anchor agents use to form expectations: an increase in prices today will cause a rever-

sal tomorrow. I thus call this effect a reversal externality. This new force is independent of

the current extent of behavioral biases in the initial period, and has important implication

for the conduct of policy as I show next.32

Finally, these externalities are robust to the degree of sophistication of agents, as can be

seen from the absence of ζ in these expressions. As for regular externalities, agents do not

internalize that their decisions at t = 1 can influence the determination of sentiment at t =

2 if sentiment depends on equilibrium variables like prices. Take the collateral externality

for example. Market’s participants can be sophisticated enough to realize that low prices

in a future crises will create endogenous pessimism and tighten collateral constraints. But

they cannot coordinate to reduce their aggregate leverage at t = 1, in order to sustain asset

prices in a future bust and attenuate future pessimism. Only the regulator can internalize

these effects, even though the regulator and the market share the same beliefs about how

sentiment will manifest itself in the future.

32Similarly, Schmitt-Grohé and Uribe (2016) show that with downward wage rigidity, past wages become a
relevant state variable, motivating the planner to reduce real wages in booms.This effect is also present in
Farhi and Werning (2020). In their model, a high price in the initial period can translate into over-pessimism
when the ZLB hits. This creates a downward pressure on prices at the ZLB, which affects aggregate demand
via a wealth effect.
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Remark 3 (Sentiment during crises). A majority of the effects presented in Proposition 1

operates through the interaction of irrationality with the health of financial intermedi-

aries during crises. Suggestive evidence supports the assumption that the two objects

Ω3 and λ21κ2>0 negatively comove. Figure 2 uses two proxies to construct time series

for Ω3 and for λ2. For the marginal utility of intermediaries λ2, I rely on He, Kelly, and

Manela (2017) who compute an intermediary capital ratio (inversely proportional to λ2

when agents have log-utility). For Ω3, I use the forecast errors made by stock market

analysts on the long-run growth of stocks, a measure from Bordalo, Gennaioli, La Porta,

and Shleifer (2020) which is directly constructed from survey data. Figure 2 shows how

Ω3 is consistently negative in crises.33,34

Figure 2: Time-series variation of proxies for λ2 and Ω3. For the financial health of intermediaries
λ2, I rely on He et al. (2017) which computes an intermediary capital ratio. The inverse of this capital ration
is proportional to λ2 when agents have log-utility, as in this model. For Ω3, I use the inverted forecast errors
made by stock market analysts on the long-term growth of stocks, a measure of Bordalo et al. (2020)

33In 2008, forecast errors Ω3 crashed while the marginal utility of intermediaries λ2 spiked, suggesting sizable
welfare losses. But in events such as the dot-com bubble burst, pessimism was not accompanied by declines
in the financial health of intermediaries. The theory I am developing suggests that these events are less of a
concern for welfare.

34See also Bordalo et al. (2018) and Maxted (2020) for other examples of over-pessimism. An earlier version
(Fontanier 2022) also presents other alternatives to measure sentiment, leading to the same result.
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4 Optimal Policy

4.1 Constrained Efficiency

I can now characterize the allocation the planner would like to implement in the presence

of sentiment. A planner subject to the same constraints as agents, with prices determined

by market-clearing as in the decentralized case, evaluates welfare using its own expecta-

tions and thus takes the previous uninternalized effects into account. These objects are

crucial to characterize optimal policy in this setting.35

I first start with a natural proposition: in order to achieve the second-best the planner

makes agents internalize their uninternalized welfare effects. This is done by choosing

taxes or subsidies that exactly cancel out the uninternalized effects described in Proposi-

tion 1.

Proposition 3 (Second-Best Policy). The social planner achieves the second-best by imposing:

1. A tax τd = −Wd/λ1 on short-term borrowing ;

2. A tax τH = −WH/(λ1q∗1) on the creation of collateral assets ;

3. A tax τq =
q1−q∗1

q∗1
on the holding of collateral assets

where λ1 is the marginal utility of financial intermediaries at time t = 1 evaluated at the desired

allocation, q1 is the price that would arise through market-clearing at the desired allocation without

the holding tax, and q∗1 is the price such that Wq = 0 when evaluated at the desired allocation.

Proposition 3 is rather abstract, but makes two simple points. First, the calibration

of macroprudential policy should be done by focusing on the key aspects of sentiment

35The concept of constrained efficiency also restricts the analysis to a planner who takes financial frictions as
given, following Hart (1975), Stiglitz (1982) and Geanakoplos and Polemarchakis (1985). It can be under-
stood as answering the following question: can a planner subject to the same constraints as private agents
improve on the market outcome? In particular, any direct intervention at t = 2 is proscribed. Online Ap-
pendix E allows for the simultaneous choice of ex-ante and ex-post policies. In particular, it shows that in
my framework the possibility of intervention at t = 2 does not change the desirability of macroprudential
interventions at t = 1 (Jeanne and Korinek 2020).
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driving the uninternalized effects from the previous part, Wd and WH: (i) the current

extent of sentiment Ω2 ; (ii) the future covariance of (1 − ζ)Ω3 with λ2, conditional on Ω2

; (iii) the sensitivity of sentiment with respect to current and future prices. Second, when

current asset prices impact future sentiment, three instruments are needed to achieve the

second-best, and not only two.36

How can one interpret the results of Proposition 3 in terms of real-world policy? The

optimal taxes on debt and investment correspond to the usual instruments in the macro-

prudential toolkit: capital requirements and Loan-to-Value (LTV) restrictions (Claessens

2014). This is not the case for the tax on holdings, designed to influence equilibrium price.

I now explore the concrete policy lessons coming out of the analysis.

4.2 Implementation

Counter-cyclical Capital Buffers: The tax on short-term borrowing can naturally be in-

terpreted as capital structure regulation. Proposition 3 thus provides the financial reg-

ulator with the features of behavioral biases that are necessary to quantify in order to

optimally calibrate leverage restrictions. Because Ω2 is a largely volatile object (see Fig-

ure 2), the optimal value of this macroprudential leverage tax is also time-varying. But

importantly, the time-variation in τd should not only track Ω2, but also take into account

the expected future realizations of Ω3 (if agents are not fully sophisticated) as well as the

expected impact of future prices on Ω3.

Most macroprudential regulations on capital structure are nonetheless set in terms of

leverage limits rather than leverage taxes. Are a leverage tax and a leverage limit equiv-

alent in this model? Weitzman (1974) showed that whether price or quantity regulation

is more desirable depends on which one is more robust to changes in parameters. Here,

when financial intermediaries are against the regulatory leverage limit, an increase in

sentiment Ω2 increases their incentives to take on more debt, but agents simply cannot

36Achieving the second-best does not imply that the benchmark rational level of welfare is attainable. This is
because, while the effects of over-optimism can be fully resorbed by appropriate prudential regulation, the
presence of pessimism in crises makes intermediaries worse off even with optimal policy compared to the
rational benchmark, since no intervention is possible at t = 2 to directly increase borrowing.
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change their positions. Their leverage thus stays at the exact allocation desired by the so-

cial planner. This is not the case for debt taxes, as can be seen from equation (34): the tax

needs to be calibrated at the exact level of Ω2 to achieve the second-best. This intuition

leads to the following proposition.

Proposition 4 (Leverage Limits Robustness). Leverage limits are more robust than leverage

taxes to small movements in the behavioral bias around a positive Ω2.

The intuition can also be seen when sentiment moves downward, towards less exu-

berance. For small departures from an equilibrium with Ω2 ≥ 0, movements in Ω2 on the

downside do not call for changing the allocation desired by the planner, because the pecu-

niary externality still needs to be corrected. A leverage limit thus stays binding for agents,

while a leverage tax would force financial intermediaries to decrease their leverage below

the socially desirable outcome.37,38

This insight, however, does not imply that counter-cyclical restrictions are not desir-

able when a flat leverage limit is imposed. This is because, as explicit from Proposition

1, the behavior of future sentiment matters as much as the extent of contemporaneous

irrational exuberance from the perspective of period t = 1. As long as the planner’s

estimate of Ω3 given the information available is time-varying, and agents are not fully

sophisticated, the leverage limit needs to be tightened or relaxed accordingly.

LTV Regulation: The second tax in Proposition 3 directly aims at regulating the quantity

of risky investments. For this reason, this policy can be interpreted as loan-to-value (LTV)

regulation. Importantly, the welfare analysis highlights again that the optimal LTV limit

is time-varying, tracking the same behavioral biases as do leverage restrictions.

The crucial difference with counter-cyclical capital requirements lies in the time-variation

required by variation in the expected impact of prices on sentiment. When the regulator
37Note that quantity caps are enough only because Ω2 is assumed to be positive. In the event that agents are

too pessimistic initially, the regulator would need to subsidize borrowing and thus caps fail to achieve this
objective.

38The previous working paper Fontanier (2022) additionally shows that a leverage limit is robust to the intro-
duction of belief heterogeneity in the model, while a leverage tax becomes less efficient. See Clayton and
Schaab (2020) and Jeanne and Korinek (2020) for the disparities between price and quantity regulations in
macroprudential policy.
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is concerned that a future crash in prices will result in a greater sensitivity of sentiment

with respect to prices in a crisis (all else equal), the optimal reaction is to tighten leverage

restrictions more but to relax LTV ratios. Indeed, as explained in Section 3.3, the collateral

externality for H calls for higher investment than in the decentralized equilibrium, in or-

der to alleviate pessimism during crises by strengthening the net worth of the financial

sector.

Price Regulation: The third tax in Proposition 3 does not have a simple relation to the

current macroprudential toolbox, however. This is because my model is the first to high-

light the need for an additional instrument that complements traditional macroprudential

tools like counter-cyclical capital buffers and LTV ratios. From an abstract perspective,

this instrument can be modeled as a tax on asset holdings. But the concrete goal is to di-

rectly manipulate asset prices through the demand for these assets. A direct tax on asset

holdings, however, seems rather unrealistic to implement. A more natural candidate for

this instrument is to use monetary policy.

4.3 Monetary Policy as Price Regulation

A large part of the “leaning vs. cleaning” policy debate revolves around the possible use

of a monetary tightening to tame asset prices in the face of irrational exuberance. The

conventional view holds that ”monetary policy is not a useful tool for achieving this ob-

jective” (Bernanke 2002). Recent work challenged this perspective: Caballero and Simsek

(2020) show that when traditional macroprudential policy is constrained, leaning against

the wind with a monetary tightening is valuable. This occurs because the gains from

a preventive tightening are first-order, while the losses from deviating from perfect in-

flation targeting are only second-order (assuming that the output gap can be perfectly

closed). As anticipated, my model features a different channel through which monetary

policy can affect welfare: the reversal externality.

I start by introducing rigidities in order for monetary policy deviations to have po-

tential costs. Because aggregate demand is not the focus on this paper, this is done by
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following Farhi and Werning (2020): households supply labor and output is demand-

determined at t = 1 by assuming wages are fully rigid.39 Households now have the

following utility function:

Uh = E1

[(
ln(ch

1)− ν
l1+η
1

(1 + η)

)
+ βch

2 + β2ch
3

]
(38)

which introduces curvature in consumption utility, and labor disutility in period t = 1.

Firms produce using labor linearly, Y1 = l1. Wages are fully rigid and normalized to

1, causing workers to be potentially off their labor supply curve. This creates a role for

monetary policy: the central bank can close the output gap by choosing the nominal

rate of interest that brings workers back to their labor supply curve. The labor wedge

µ1 = 1 − νch
1lη

1 quantifies how far off are workers from their optimality condition. The

labor wedge is positive when there is underemployment, and negative when there is

overheating. Perfectly achieving natural employment means that µ1 = 0. Finally, Pareto

weights are simply taken to be equal to the marginal utility of each type of agent at t = 1,

in order to sidestep redistribution concerns.

A change in the nominal interest works through five different channels: (i) traditional

aggregate demand ; (ii) credit ; (iii) investment ; (iv) current beliefs and (v) future beliefs.

We can once again leverage the prior general welfare analysis.

Proposition 5 (Welfare Effects of Monetary Policy). The total welfare effects, as evaluated

through the central bank’s expectations, of an infinitesimal interest rate can be expressed by:

dW1

dr1
=

dY1

dr1
µ1︸ ︷︷ ︸

(i)

+
dd1

dr1
Wd︸ ︷︷ ︸

(ii)

+
dH
dr1

WH︸ ︷︷ ︸
(iii)

+
dΩ2

dq1

dq1

dr1

(
dd1

dΩ2
Wd +

dH
dΩ2

WH

)
︸ ︷︷ ︸

(iv)

+
dq1

dr1
βE1

[
κ2ϕH

dΩ3

dq1

]
︸ ︷︷ ︸

(v)

(39)

39In Farhi and Werning (2020), there is an aggregate demand externality because wages are also fully rigid at
t = 2, when the economy hits the ZLB. In my model there is no ZLB at t = 2, thus no aggregate demand
externality. The results in this section are thus complementary to those in Farhi and Werning (2020), and do
not rely on the inability of the central bank to lower rates sufficiently in crises.

32



where Wd = Bd + Cd, the sum of the behavioral wedge and the collateral externality for lever-

age, and WH = BH + CH, the sum of the behavioral wedge and the collateral externality for

investment. The last term is proportional to Wq, the reversal externality (see Section 3 for details).

If the monetary authority is able to perfectly close the output gap and bring the econ-

omy to full employment, then it can achieve µ1 = 0 (and the perturbation is taken around

the natural rate). As mentioned earlier, there is thus no first-order costs from deviating

slightly from perfect inflation targeting. This expression thus embodies the idea in Stein

(2021) that financial stability concerns loom large when unemployment is low (µ1 close

to zero), and should be negligible when unemployment is extremely high (µ1 strongly

positive).

This, however, does not necessarily imply that leaning against the wind is always

desirable when the output gap can be closed, however. To see why, take the extreme case

where the financial authority is able to adapt its leverage restrictions perfectly such that

Wd = 0, and look at the simpler case where dΩ3/dq1 = dΩ2/dq1 = 0 such that channels

(iv) and (v) disappear. The welfare effects are thus now given in this special case by:

dW1

dr1
=

dH
dr1

WH (40)

because investment is unambiguously decreasing in the interest rate r1, tightening is de-

sirable only if WH < 0, i.e. if the uninternalized welfare effects of marginally increasing

the creation of collateral assets is negative. As fully explained in Section 3.3, this object

is actually positive for small belief deviations and becomes negative only if irrational ex-

uberance is large enough. In other words the central bank would only pursue leaning

against the wind when facing large enough behavioral distortions.40

Notice from equation (39) that the ability of the central bank to improve financial sta-

40My framework also abstracts from other considerations that could argue against tightening in such a sit-
uation. For example, Martinez-Miera and Repullo (2019) show that tightening can increase risk-taking by
financial institutions by shifting investment towards riskier firms. Allen, Barlevy, and Gale (2022) present
a model where risk-shifting raises asset prices above fundamentals, but tighter monetary policy further
decreases investment that is already underfunded. Caines and Winkler (2021) and Adam and Woodford
(2021) are other examples where the central bank leans against the wind of high house prices to avoid exces-
sive investment in housing. In my framework such welfare costs are primarily addressed using LTV/LTI
tools that directly target investment inefficiencies.
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bility largely depends on the reaction of beliefs to policy. Without the belief channels

(iv) and (v), the potential efficacy of leaning against the wind rests on the ability to curb

leverage directly by raising rates, dd1/dr1. As emphasized by Werning (2015) and Farhi

and Werning (2020), this is not a robust prediction of these models: it varies with the ini-

tial debt position as well as the shape of the utility function. To the contrary, the fact that

increasing interest rates has a negative impact on asset prices is unambiguous in our mod-

els and is supported by robust empirical evidence (see e.g. Rigobon and Sack 2004 and

Bernanke and Kuttner 2005). Thus if Ω2 or Ω3 depend directly on asset prices, leaning

against the wind can have first-order benefits, by providing a supplementary instrument

affecting equilibrium prices, and not only real allocations at t = 1.

These results also directly speak to the debate about time-varying macroprudential

tools. A common argument for using monetary policy to rein in financial excess is that,

practically, macroprudential policy cannot be quickly adapted to be synchronized in real-

time.41 Inspecting Proposition 5, however, suggests that this is only part of the story. To

focus on this question, assume: (i) fully unconstrained counter-cyclical capital regulation

and (ii) fully unconstrained LTV regulation. Despite these assumptions, monetary policy

still has an effect through prices and future behavioral biases.42

Proposition 6 (Monetary Policy as Complement). When policymakers have access to uncon-

strained leverage and investment taxes, welfare changes evaluated around the equilibrium with

optimal taxes are given by:

dW1

dr1
=

dY1

dr1
µ1 + βE1

[
κ2ϕH

dΩ3

dq1

dq1

dr1

]
. (41)

This particular case calls for leaning against the wind in order to lower current asset

prices, which will then cure future pessimism in a possible crisis – a new channel for

monetary policy.43 Furthermore, such action does not necessarily require information

41See e.g. Dudley (2015) ; Caballero and Simsek (2020) and Stein (2021).
42This is similar to Farhi and Werning (2020) when they consider the presence of biases during crises. The

main difference is that my results do not depend on the inability of the central bank to change interest rates
during the bust.

43Barlevy (2022) notes too that monetary policy is effective only if it can cure optimism or pessimism.
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about contemporaneous biases. A sharp increase in asset prices could be entirely due to

fundamentals, but the planner can still have an incentive to make prices deviate from their

rational value today to prevent irrational distress from happening. Finally, implementing

such a policy allows for financial regulation to be adapted and relaxed. Indeed, by acting

preventively the central bank makes the future realizations of pessimism less severe, thus

directly reducing the size of behavioral wedge and of the collateral externality. Taking

this into account leads the optimal macroprudential limit to be less strict, which raises

welfare.44

Finally, notice how the sophistication parameter ζ is naturally absent of Proposition

6. Sophisticated financial intermediaries realize very well that a high price today will

translate into over-pessimism and tight collateral constraints in a future crisis, but cannot

coordinate to reduce their buying pressure in order to cool off asset prices.

4.4 Small Deviations from Rationality

Suppose that we place ourselves at the REE constrained-efficient allocation. Agents are

fully rational, so the planner has no reason to intervene. If we add an infinitesimal de-

gree of irrationality, which forces cause first-order welfare losses? The answer comes by

inspecting equations (31), (32), and (33). At the rational expectations constrained-efficient

equilibrium, behavioral wedges are zero, so the only effects left are the collateral exter-

nalities and the reversal externality:

Cd = −βESP
1

[
κ2ϕH

dΩ3

dq2

dq2

dn2

]
(42)

CH = βESP
1

[
κ2ϕH

dΩ3

dq2

(
dq2

dn2
z2 +

dq2

dH

)]
(43)

Wq = βESP
1

[
κ2ϕH

dΩ3

dq1

]
(44)

which, as explicated earlier, are only present when future sentiment is impacted by current

and past asset prices, and there is a positive probability of a crisis in the future.
44Evidently, this policy problem is also plagued with uncertainty. Section 5.2 shows that the incentives to

tighten monetary policy are increasing in the uncertainty around the strength of the reversal force.
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The fundamental intuition behind this result is that small changes in leverage due to

fluctuating sentiment are not harmful to the first-order since agents are on the objective

Euler equation. But anything that directly impacts the tightness of the collateral constraint

in a crisis, where agents are not on their Euler equation, has a first-order impact on welfare

by aggravating financial turmoil. This result draws attention to irrational distress during

financial crises, while the literature has mostly focused on irrational exuberance during

the build-up leading to the crash.45

5 Sentiment Uncertainty

I so far assumed that the social planner had perfect information about behavioral biases.

In a famous speech on asset price bubbles, Bernanke (2002) discussed the “identification

problem” that naturally arises once the financial stability authority contemplates a proac-

tive approach to bubbles. A natural question of practical importance is then whether my

results are impaired in the presence of imperfect knowledge about behavioral biases.

The short answer is: no, to the contrary. Sentiment uncertainty reinforces motives

for preventive action, in contrast with Brainard (1967)’s “attenuation principle.” While

recognizing that identifying a bubble is intrinsically difficult, this section shows that the

widespread intuition that this uncertainty calls for more laissez-faire is actually erroneous.

5.1 Ω-Uncertainty

I start with the case where the regulator is uncertain about the level of irrational exuber-

ance. To this end, I leverage the previous equilibrium and welfare analysis. Ω3 is assumed

to be certain and constant in the future.46 Recall that private agents are shifting the entire

distribution of future dividends by Ω2, believing that dividends will be z2 + Ω2 instead

45Of course irrational exuberance is also costly, as it triggers more frequent credit crunches. It is also possible
that irrational distress is a direct function of past optimism, creating the same kind of reversal externality,
but the first-order damages to welfare would not be directly attributable to irrational exuberance either.
There is also the possibility that over-optimism has other effects on investment in the real sector, which can
be costly as in Rognlie, Shleifer, and Simsek (2018).

46The analysis for Ω3-uncertainty is presented in Online Appendix D. The results are identical.
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of z2. The following assumptions make the analysis more convenient:

Assumption 3. All parameters of the model and of the probability density function f2(z2) are

common knowledge to private agents and the social planner, except possibly for its mean, z̄2.

Assumption 4. Equilibrium prices at time t = 1 are strictly increasing in z̄2.

These assumptions imply that, in the absence of sentiment, the social planner could

simply infer the value of z̄2 by looking at equilibrium prices in period 1, q1. Let me now

assume that the social planner’s prior over sentiment is given by a uniform distribution:

w ∼ U [Ω̄2 − σΩ, Ω̄2 + σΩ] (45)

where Ω̄2 is the average level of sentiment according to the planner’s prior, and σΩ con-

trols the amount of uncertainty around it. By observing asset prices the planner can infer

what agents believe the average future dividend is, so that the planner’s posterior mean

regarding future dividends becomes:

z̄2 = g−1
q (q1)− Ω̄2 (46)

Taking the uncertainty in its posterior into account, the planner first-order condition for

short-term debt is now given by:

u′(c1) =
1

2σΩ

∫ ∞

0

[∫ σΩ

−σΩ

∂W2

∂n2
(d1, H; q2, z2 − Ω̄2 − ω2) dω2

]
f2(z2)dz2 (47)

This expression contains all of the intuition for how sentiment uncertainty can reinforce

or weaken the need for preventive leverage tightening.47 Once deducing the average

behavioral error Ω̄2, the planner is uncertain about the exact distribution of the state of

the world next period. It thus takes the distribution that agents use, but factors in the

noise it attributes to their expectations. This leads the social planner to consider, for each

realization z2, all values inside the segment [z2 − σΩ, z2 + σΩ] as equally likely.
47Note that Ω̄2 is an argument of W2 here, because the planner is using the same distribution agents are using.

In the previous Section, I was using an equivalent notation where private agents use the same distribution
as the planner but add their bias Ω̄2. The two are of course equivalent, but in the present section this
clarifies that the planner simply extracts the distribution used by private agents.
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If expanding the set of possible behavioral biases, by increasing σΩ, increases the value

of the expectations term, it means that sentiment uncertainty increases expected marginal

utility. This, in turn, implies that the social planner wishes to reduce the leverage of

agents today to get back to the optimality condition, by increasing initial marginal utility

u′(c1), and by diminishing expected future marginal utility. Conversely, if enlarging the

possible values of ω2 decreases expected marginal utility, the social planner should relax

leverage constraints compared to the absolute certainty case. Using the analysis of the

equilibrium presented in Section 2.5, uncertainty about behavioral biases unambiguously

calls for precautionary restrictions, as expressed in the following Proposition.

Proposition 7 (Ω2-Uncertainty and Leverage Restrictions). If the social planner believes that

the behavioral bias at t = 1 can be expressed as Ω̄2 + ω, where ω is uniformly distributed on

[−σΩ, σΩ], and Ω3 is constant state-by-state at t = 2, then the optimal leverage tax is increasing

in σΩ, and the optimal investment tax is decreasing in σΩ.

The proof is rather involved (see Online Appendix A.8), but the intuition can be un-

derstood succinctly. The key is to notice that marginal welfare is a convex function, as

shown in Figure 3. Intuitively, sentiment uncertainty adds terms to the expectation com-

puted by the planner relative to the private solution, but the parts coming from interme-

diaries’ optimism are more costly than the ones coming from pessimism.48 The strong

non-linearities associated with the interaction of sentiment with financial frictions make

it attractive to tighten capital requirements in the face of uncertainty. Using the words of

Yellen (2009), a “type 1” error is simply much less costly than a “type 2” error.

Proposition 7 also highlights that investment regulation behaves in a different way:

an increase in σω calls for more investment in H in the planner’s problem relative to the

private solution. This is because increasing uncertainty increases the incentive to shift

consumption to the next period. Indeed, if there is a risk that agents are extremely over-

optimistic and that a crisis will be extremely severe, it is even more valuable to hold an

asset that is going to pay dividends, albeit low, in this state of the world. Concretely,

48The same insights can be obtained if we were to consider uncertainty about the extent of sentiment inside
a financial crisis. Furthermore, endogenous sentiment, for example in the form of price extrapolation,
amplifies this effect by adding more curvature. These results are presented in Online Appendix D.
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Figure 3: Non-linearities and Ω-uncertainty. This figure plots ∂W2/∂n2 against the fundamental
realization z2. The thick dotted lines correspond to the range of values of z2 where the expectations is taken.
The thin dotted lines represent the widening of the range where the social planner computes expectations
caused by the uncertainty on Ω2. The break arises at the crisis cutoff.

this means that in times of heightened uncertainty, the regulator should tighten counter-

cyclical capital buffers but at the same time relax LTV ratios.

5.2 Reversal Uncertainty

The previous analysis shows how the regulator should adapt leverage and investment

regulations in the face of sentiment uncertainty. The last natural question is how price

regulation (and thus the eventual use of interest rates) should be adapted. The last propo-

sition answers this interrogation unambiguously.

Proposition 8 ( Reversal Uncertainty and Price Regulation). Assume that inside crises, the

behavioral bias takes the form Ω3 = Ω̄3 − αqq1 with Ω̄3 a constant, and the planner believes that

α is uniformly distributed on [ᾱq − σα, ᾱq + σα], where ᾱq and σα are positive constants. Then

the optimal interest rate at t = 1 is increasing in σα if the regulator has access to unconstrained

leverage and investment regulations.
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This proposition formalizes the following intuition: the regulator fears that high prices to-

day could translate into over-pessimism inside a future crisis, but is unsure of the strength

of the extrapolation. In that situation, the more uncertainty there is around this extrapo-

lation mechanism, the more the regulator wants to lower prices in the boom. This is one

again coming from a simple convexity insight: cases where the extrapolation parameter

is strong are more costly because of the non-linearities typically found in financial crises.

6 Conclusion

Should financial regulators and monetary authorities try to mitigate the potential insta-

bilities associated with irrational booms and busts? In this paper I provide a framework

that allows for the rigorous analysis of this crucial policy question. I showed how lever-

age, investment and price regulations can achieve constrained efficiency in the presence

of behavioral biases, even in an environment that does not feature any externality in its

rational benchmark. Importantly, some of the effects uncovered depend directly on be-

liefs being a function of equilibrium prices, and are robust to the degree of sophistication

of agents. Finally, I showed that adding uncertainty about the extent of behavioral biases

in financial markets reinforced incentives for leverage regulation, as well as for the use of

monetary policy to lean against the wind.

While the model can be extended along several dimensions, the results suggest a need

for research on two specific dimensions. First, while empirical research has convincingly

demonstrated that overreaction is a pervasive feature of financial markets, we have less

certainty about its drivers. My paper shows that understanding what drives deviations

from rationality will simultaneously advance our comprehension of what policy can and

should do to deal with financial bubbles. Second, in my model the small number of peri-

ods obfuscates the timing subtleties faced by regulators. But we have little understanding

over the dynamic build-up of sentiment, and over which horizon it is influenced by mon-

etary policy and asset prices. Further empirical and theoretical research is needed to fully

grasp the complex timing interactions between policy, crises, and behavioral biases.
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